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Abstract. In this work we describe our research regarding meta-information,
such as how much a piece of information is trustworthy or when and where
from it was acquired, in the context of multi-agent systems. In particu-
lar, we describe different profiles representing different attitudes in consid-
ering meta-information about trust, time, and expertise in agent’s decisions-
making and reasoning processes. Furthermore, we describe how we have com-
bined such different meta-information available in multi-agent systems with an
argumentation-based reasoning mechanism. In our approach, agents are able
to resolve more conflicts between information/arguments, given that they are
able to use different meta-information to define preferences and to decide be-
tween such conflicting information. QOur framework for meta-information in
multi-agent systems was implemented on a modular architecture, thus other
meta-information can be added, as well as different meta-information can be
combined in order to create new agent profiles. Therefore, in our approach,
different profiles can be instantiated in different application domains, allowing
flexibility in the choice of how agents will deal with conflicting information in
those particular domains.

1. Introduction

In multi-agent systems, agents are computational entities with autonomous behaviour
(i.e., they are able to make decisions and act without direct human intervention on un-
expected circumstances). These computational entities are situated in an environment
that they are able to sense (through sensors), act upon it (through effectors), and com-
municate with each other through message passing [Wooldridge 2009]. Fundamentally,
multi-agent systems are developed to solve complex and distributed problems. Towards
such solutions, one of the most important aspects of such systems is communication,
given that agents will need to communicate with others in order to coordinate their activi-
ties. Among the communication techniques in multi-agent systems, argumentation-based
approaches have received much research attention over the years, perhaps because they
provide the exchange of additional information in dialogues for negotiation, deliberation,
and many other important aspects of multi-agent systems [Panisson et al. 2015, Parsons
and McBurney 2003, Parsons et al. 2002]. This exchange of information allows agents to
communicate and understand each other in a more informed way. It also can change the
mental attitudes of the agents who receive such information. This is an important aspect
of argumentation-based approaches to multi-agent systems, because of the inherent uncer-
tainty and lack of information in these systems [Wooldridge 2009]. Further, recent work
have brought argumentation-based reasoning to the context of agent-oriented program-
ming languages [Berariu 2014, Panisson et al. 2014, Panisson and Bordini 2016]. In that
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context, agents can reason about arguments in order to make decisions and communicate
(i.e., they consider arguments for and against a particular conclusion in order to decide if
it is acceptable or not). Also, they can construct arguments in the face of uncertainty (i.e.,
incomplete and incorrect information). However, it is important that the agents construct
arguments using the most precise pieces of information available to them, based on the
most trustworthy sources, avoiding as much as possible sources of doubt in the arguments
used, hence improving their decisions and therefore their actions.

With these issues in mind, we propose an approach to combine argumentation-
based reasoning and different meta-information available in multi-agent systems. For
example, using information about trust on the agents who provided some information
used in an argument. This allows agents to make decisions in situations where they would
not have been able, for example, because of unresolved conflicts in argumentation-based
reasoning mechanisms without such meta-information. This is interesting, as not resolv-
ing conflicts between arguments can be unsatisfactory in general, specially in multi-agent
systems where efficient ways of solving conflicts are typically required [Amgoud and
Ben-Naim 2015]. Differently from previous approaches, we here consider that an agent
might have various different sources for the same piece of information. This is in fact
often the case in multi-agent systems developed on agent-programming platforms, such
as Jason [Bordini et al. 2007], where beliefs are annotated with all known sources of
that information. Furthermore, elaborated trust systems have been studied [Pinyol and
Sabater-Mir 2013] in the context of multi-agent systems which could provide reliable
trust information about each such source. Also, we introduce a modular framework we
implemented in Jason', which combines argumentation-based reasoning and the kinds of
meta-information discussed in this paper. Our approach allows different agent attitudes
being defined through profiles, describing how agents consider meta-information differ-
ently (i.e., micro profiles), or combine meta-information differently (i.e., macro profiles),
depending on the need for particular applications domain.

In multi-agent systems, different reasoning and decision-making mechanisms may
be implemented depending on the application domain, for example, task reallocation in
cooperative groups of humans [Schmidt et al. 2016]. Furthermore, different reasoning and
decision-making mechanisms can be combined with different meta-information available
in multi-agent platforms, in order to consider the most relevant information the agents
have. Thus, agents are able to make better decisions and to reach more precise conclusions
in their reasoning processes. For example, our recent work, presented in [Melo et al.
2016a, Melo et al. 2016c¢, Panisson et al. 2016], shows how an argumentation-based
reasoning mechanism can be combined with meta-information about trust in order to
solve more conflicts between arguments, considering the trust agents have on the sources
that the information used in each argument come from. Also, in [Melo et al. 2016c¢],
it is proposed to use other meta-information, when trust on the sources is not enough to
solve a conflict between information (including arguments). Those papers show that the
use of meta-information in reasoning and decision-making mechanisms is modular, and
new modules, containing different or combined meta-information, can be added when it
is appropriate for the application domain.

In this work, we present the overall results of a research project on the use of meta-

10Our modular framework is still under development, and as a detailed description of how it was implemented is out of scope for
this paper, for further details about the framework we refer the reader to [Melo et al. 2017].
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information in agent decision making. As extension from previous works, we present the
definition of micro and macro profiles, showing how they are combined in Section 7,
where we present an agent profile called sceptical dynamic agent as example. Besides,
differently from our approach for time, presented in [Melo et al. 2016c¢], in which time
was presented as a criterion to help in reasoning about trust, here we analyse and present a
deeper approach, showing how it can be applied independently of other meta-information.
In the approach for time presented here, we define concepts such as the relevance of a
belief, and we present two examples of agent profiles that consider only time: dynamic
and conservative agents. We also explore how trust and time can work together. Then,
we define two ways to make these approaches coexist in an agent reasoning system: the
functions ¢rbt and trat, defined in section 5.3, are extensions of our previous work in
which we only discussed in passing that there was a possible relation between trust and
time. Here we define in concrete terms what this relation is, which makes it easier to
implement in applications of multi-agent system.

The main contributions of this work are: (i) we describe the argumentation-based
reasoning mechanism that uses meta-information to support a decision when there are
arguments supporting contrary conclusions; (ii) we present different meta-information
we explored, as well as we define different profiles for each one of them. In this context,
different profiles implement different agents attitudes which describe how agents consider
the meta-information available for them in their decision-making and reasoning process;
(iii) we illustrate our approach using a stock market scenario, showing how considering
different meta-information is useful to decide between different opinions about different
investment.

2. Argumentation-Based Reasoning

In this work, we focus on extending argumentation-based approaches with different meta-
information available in multi-agent systems, in order to provide a sort of preference be-
tween arguments in such framework. In particular, we extend the argumentation-based
reasoning mechanism reported in [Panisson and Bordini 2016, Panisson et al. 2014],
which is one of the few practical approaches implementing argumentation-based rea-
soning into agent-oriented programming languages?; further, that reasoning mechanism
is implemented in Jason [Bordini et al. 2007], a well-known multi-agent platform for
the development of multi-agent systems. The argumentation-based approach presented
in [Panisson and Bordini 2016] is one branch of the so-called ““structured argumentation”
approaches, in which, differently from abstract argumentation [Dung 1995], arguments
are treated with a particular structure, and it is such structure that provides us the different
attack relations between arguments. Following the definitions presented in [Panisson and
Bordini 2016], arguments are constructed through strict and defeasible inferences rules.
Intuitively, strict rules are considered stronger than defeasible rules. The strict part of
any knowledge base is assumed to be consistent (i.e., contradictions cannot be derived
from it). By this approach, there are two types of arguments to be considered: (i) strict
arguments that are formed only of facts and strict rules (i.e., indisputable knowledge);
and (ii) defeasible arguments that are formed using at least one defeasible rule. In order
to define the acceptability of an argument Argl, it must be verified if there is another
argument Arg2 that attacks Argl. If exists an Arg2, then there is a conflict between such

2 Although we extend the work presented in [Panisson and Bordini 2016], our approach is applicable for other approaches as well.
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arguments, and conflicts between arguments can be of two types® [Panisson and Bordini
2016]:

Definition 1 (Attack Between Arguments) Ler (S;, ¢;) and (S;,c;) be two arguments.
Attacks between arguments can be generalised into two types:

o The argument (S;, c;) rebuts the argument (S}, c;) if ¢; = C;.
o The argument (S;, c;) undercuts the argument (S;, c;) if c; = ¢, for some (Sk, ci)
where S, C S;.

When an argument Arg; attack another Arg;, this does not necessarily mean that
Arg; defeats Arg;. Defeat is a “successful” attack, considering the set of arguments that
defends the attacked one, including preferences between the conflicting arguments [Wal-
ton et al. 2008]. In [Panisson and Bordini 2016], the set of acceptable arguments from
an agent’s belief base is defined in terms of the defeasible semantics introduced in [Gov-
ernatori et al. 2004]. The defeasible semantics is similar to the grounded semantics from
Dung’s work [Dung 1995] and it is based on the so-called preempting defeaters [Nute
1993]. The preempting defeaters of [Nute 1993] are called ambiguity blocking (in re-
gards to the argumentation system) in [Governatori et al. 2004]. This means that defea-
sible rules that are attacked by a superior rule cannot be used to attack other rules. An
example of preempting defeaters is the knowledge base represented by A below, where
we use = to refer to defeasible inferences:

a a=b r=ce
A = x b=c¢ e = ¢

y c=>d y = —e

There can be extracted different inference relations from A. Considering the
inferences, some arguments extracted from A are Arg,, Args, Args and Args, where
Argr = ({a, a = b, b = ¢, ¢ = d},d), Args = ({z, © = e, e = —c},0),
Args = ({z, x = e}, e) (a sub-argument of Arg,), and Arg, = ({y, y = —e}, —e).
This way, we may conclude d based on Arg;, although Arg, attacks the premise
({a, a = b, b = ¢}, c) present in Arg; (undercutting Arg;). By the other hand, Args, is
undercutted by Args. This would prevent Args to undercut Arg;, allowing the conclusion
of d. Considering the arguments Arg, and Args, one rebuts each other. This relation can

be seen on Figure 1.

Figure 1. Graph representing the attack relation based on arguments in A.

A cycle can be seen in Figure 1, and as there is no other acceptable argument?
attacking Args or Arg,, the approach presented in [Panisson and Bordini 2016], as other
approaches, is not able to decide which one is acceptable, i.e., both are treated as unac-
ceptable. An approach to deal with unsolved conflicts in argumentation-based mechanism
is to use preference over the arguments.

3We use “—” for strong negation and a general operator for contradictory information, where % = —¢ and =@ = .
4 Arg; is acceptable if it is not being attacked or if there is no acceptable Argj attacking Arg;.
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Clearly, strict arguments are stronger than defeasible arguments, i.e., when argu-
ments are involved in a conflict, strict arguments always defeat defeasible ones. Con-
sidering only defeasible arguments, the work in [Panisson and Bordini 2016] considers
two types of priority: (i) priority by specificity, which is originally defined in defeasible
logic [Nute 1994], and (ii) the explicit declaration of priority between defeasible rules,
using a special predicate. In priority by specificity, more specific conclusions have pri-
ority over more general ones. To exemplify this idea, consider the well-known Tweety
example:

def_rule (flies(X),bird (X)) .
def_rule(—flies (X),penguin (X)) .
def_rule(bird(X),penguin (X)) .
penguin (tweety) .

All clauses in the Tweety example are defeasible rules (written using the repre-
sentation of defeasible rules in Jason platform [Bordini et al. 2007] as in [Panisson and
Bordini 2016]). Considering the knowledge above, we have two conflicting arguments,
one supporting that Tweety flies: “Tweety flies, because it is a penguin, penguins are birds,
and birds fly”, and one supporting that Tweety does not fly: “Tweety does not fly, because
it is a penguin and penguins do not fly”. The mechanism implemented in [Panisson and
Bordini 2016] (as well as the defeasible-Prolog [Nute 1993]) concludes, in this case, that
Tweety does not fly, because the rule for penguins is more specific than a rule for birds,
given that penguin is a subclass of birds. In this manner, the argument for Tweety not
flying has priority over the other, and so defeats it. Considering the explicit declaration
of priority, [Panisson and Bordini 2016] allows to declare that a Rulel has priority over
Rule? (using the predicate sup (Rulel, RuleZ2)). Therefore, when two arguments
are constructed using these rules, and they are in conflict, this declaration is used in order
to decide which conclusion will actually be derived.

Although the approach presented by [Panisson and Bordini 2016] has ways to deal
with conflicting information (conflicting arguments) when the conflict cannot be resolved
considering the set of arguments, this characteristic is limited. This limitation can be
substantially circumvented when we consider preferences over the arguments, generating
fewer unresolved conflicts. Such preferences may come from information typically avail-
able in multi-agent systems, what we call meta-information, such as trust and time values
for the information perceived. With this approach, in the case of unsolved conflicts, the
agent may decide for the information received, for example, from the most reliable source,
from an expert in that subject, or it can decide for the most recent information.

Following this idea, we propose to extend the preference relations described
above, allowing agents to consider different meta-information available in the environ-
ment, according to the domain, to increase their reasoning, allowing them to solve con-
flicts that could be unsolved otherwise.

3. Meta-information as Reasoning Extension

In multi-agent systems, agents make decisions based on the information available to them.
There are cases when the agents receive conflicting information, and the approach based
on argumentation, presented in Section 2, cannot solve all such conflicts. When a conflict
cannot be solved, this might hinder the decision-making process about how the agent
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should act. In our approach, agents can combine different meta-information to help solve
such conflicts.

A meta-information is, basically, an information that describes another informa-
tion. For example, for the information ¢, a meta-information could be a function f()
that returns a value related to the source, structure or another characteristic of ¢. There
are many different meta-information available in the environment. If we consider a set
MI = {my, ms,...,m,} of different meta-information, for an academic environment, m
may seem interesting to be considered, while into a financial environment, ms and mg are
more appropriated and m; could not be necessary. In other words, a meta-information
is suitable according to the domain, and each multi-agent system can consider its own
meta-information, in its own way.

Some examples of meta-information are: trust, time, expertise and groups. Trust is
useful when an agent Ag; receives conflicting information ( and © from different sources
s1 and s9, respectively, but s; is more reliable to Ag;. This way, with trust, Ag; can decide
for . Time is used when Ag; wants to prioritise the most recent or oldest information re-
ceived, and it is useful for dynamic environments. Expertise is suitable for environments
where each source has its own expertise. For example, a medical agent Ag; should be
more reliable according to medical information ¢ when it is in conflict with other infor-
mation v received from a non medical source Ag;. Finally, in multi-agent system, agents
are grouped into virtual organisations, which can have their own interests in the multi-
agent system. Therefore, considering such group of agents is an interesting approach for
many applications, given that such agents (representing a virtual organisation) could have
a similar behaviour and could have a similar reputation. For example, considering two
organisations representing two companies, agents of each company will act towards the
best business results for their own company. Thus, when an agent Ag; receives conflict-
ing information from those two companies, Ag; is able to consider the reputation of the
companies in order to decide the conflict, or yet, combining the trust on the Ag;, that the
information came from, and the reputation of the company that Ag; play some role.

Besides different meta-information, each agent can consider a meta-information
on its own way. An example is when, considering the meta-information of time, an
agent prioritises the most recent information while another prioritises the oldest ones.
We named this particular approach for a meta-information as micro profile, and it defines
how an agent will, internally, consider a particular meta-information. We can say that an
agents profile is composed of different micro profiles, each one for a particular meta infor-
mation, and a macro profile, that defines the set of meta-information to be considered by
the agent. For example, an agent Ag; macro profile could be {trust, time}, representing
that Ag; considers trust and time as meta-information in case of conflicts. In this example,
trust and t ime are, separately, micro profiles.

In the next sections, we present our approach for three types of meta-information:
trust, time, and expertise. Differently from our previous work [Melo et al. 2016b, Melo
etal. 2016¢c,Melo et al. 2016a,Panisson et al. 2016, Parsons et al. 2011, Tang et al. 2011],
such meta-information are first discussed independently, i.e., micro profiles are defined
and, after that, we discuss how micro profiles can be combined in order to define macro
profiles. We define some interesting profiles in this work, and other profiles for meta-
information can be developed, and each of them can be considered from different points
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of view, depending on the domain.

4. Trust Approach

Trust, the first meta-information considered here, is a well-known approach to help agents
to decide about what to believe in case of conflicting information, and there are many
works about trust in the literature [Panisson et al. 2016, Melo et al. 2016a, Melo et al.
2016b, Parsons et al. 2012a, Tang et al. 2011]. In trust-based approaches, agents can
use the level of trust associated with the sources of contradictory information in order to
decide about which one to believe. The definitions about trust, present here, were built
based on [Parsons et al. 2011, Tang et al. 2011] and our previous work [Panisson et al.
2016, Melo et al. 2016b, Melo et al. 2016a].

To exemplify the use of meta-information, we consider a stock market scenario,
where we show how the use of different meta-information can increase the agent’s deci-
sion. First, consider a stock market scenario where the agent sh does not consider any
meta-information on its reasoning. Figure 2 presents a case where sh, considering only
argumentation-based reasoning, cannot decide a market to invest, possibly wasting an in-
vestment opportunity. Considering trust, the agent sh could make a decision in the case
of Figure 2. To allow him to consider it, let us first understand how trust is applied in our
approach.

dul
adv 1
?
‘ Arg2) you should invest in orange ‘
| adv 2
sh
Al
adv 3
Al
adv 4

Figure 2. Stock market environment. The agent sh, using only argumentation-based reasoning, does
not know what believe.

In [Tang et al. 2011, Parsons et al. 2011], the authors present the definition for trust
as a relation between agents. We follow the work present in [Panisson et al. 2016, Melo
et al. 2016a, Melo et al. 2016¢c, Melo et al. 2016b], in which trust is seen as a relation
between an agent and the possible sources of information. In this case, an agent can
have different trust levels for other agents, perceptions from environment, artifacts and
“mental notes” (beliefs created by the agent itself). From this approach, we formalise a
trust relation as: T C Ags x Srcs, where the existence of the relation indicates that an
agent assigns some level of trust to a source. For example, 7(Ag;, s;) means that agent
Ag, has at least some trust on source s;. It is important to realise that it is not a symmetric
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relation. So, if s; is another agent (let us say, Ag;), the existence of 7(Ag;, Ag;) does not
mean that exists a 7(Ag;, Ag;) relation.

A trust network is a direct graph representing trust relations within a multi-agent
system. It can be defined as: I' = (Sres, {7}), where Srcs is the set of nodes in the graph,
representing the sources of the trust network, and 7 is the set of edges, where each edge is
a pairwise trust relation between an agent in Srcs and another source in Srcs. An exam-
ple of a trust network can be seen in Figure 3, where the ellipses represent agents and the
rectangles represent artifacts. The example in Figure 3 presents three important informa-
tion about our approach for using trust within multi-agent systems. First, the discussion
whether transitivity (or indirect trust) should be considered or not. Many authors have
questioned whether transitivity can be applied to trust [Falcone and Castelfranchi 2010],
and different models, using or not transitivity, have been developed [Lu et al. 2009]. In
fact, transitivity can be interesting to a multi-agent system, but it can be dangerous and
complex too, what explains why there are different works focused on this particular prop-
erty [Falcone and Castelfranchi 2010, Demolombe 2011]. Differently from [Tang et al.
2011, Parsons et al. 2012b], we do not assume trust as a transitivity relation, but assume
it as a domain dependent property. The second information is related to the variables x
and y. Assuming that transitivity is acceptable in the system, x and y represent that these
values depend on the profile of agents, in our example, the agent John. For example, the
profile of John may not consider indirect trust, meaning that x = y = null. On the other
hand, if John consider indirect trust, and if it is a sceptical agent, for example, he could
set these values to the lowest trust value in the path from John to the source (Alanis, for
y, or Weather App, for z). In this case, John would set x = 0.8 and y = 0.7. Finally,
the third information is about the trust values, that varies from zero to one. For example,
T'om trusts 0.0 in M ary, this means that 7'om does not trust in M ary at all. On the other
hand, if John trusts 1.0 in Alanis, this means that Alanis is as reliable as possible to
John.

—— Direct trust relation

@ - - - Indirect trust relation

Weather App

Figure 3. Trust Network Example

In order to measure trust, we follow the definition given in [Parsons et al. 2011,
Tang et al. 2011], but adapting the function ¢r : Ags x Ags — R to become the function
tr . Ags x Srcs — R, returning a value between 0 and 1. Also, differently from [Parsons
et al. 2011, Tang et al. 2011], we define the relation between t¢r and 7 as:

tr(Agi, Agj) >0 & (Agi,Ag;) eT
tr(Agi, Agj) =null < (Ag;, Ag;) €7
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where a trust level can in fact be zero, represented by ¢r(Ag;, s;) = 0. This is different
from cases where Ag; has no trust value assigned to s;, represented by tr(Ag;,s;) =
null. Both cases can be seen in Figure 3, where we have tr(Tom, Mary) = 0 and
tr(John,Tom) = null.

Considering transitivity as a possible relation in the multi-agent system, we
can formalise some properties. An agent Ag; trusts another agent Ag; directly if
tr(Ag;, Ag;) # null. Indirectly trust occurs when, continuing the previous example,
Ag; has some trust level on an agent Ag;: in this case, we could say that Ag; indirectly
trusts Ag,. We say there is a path between agents Agy and Ag, if it is possible to create
a sequence of nodes (Agg, Ag1, Aga, ..., Agn_1, Agn) so that 7(Ago, Ag1), T(Ag1, Aga),
ooy T(Agn_1,Agn). In order to measure the trust from a particular path from Agg to
Ag, we need to use an operator to consider all direct trust values in the path. Following
the idea proposed in [Parsons et al. 2011], we can have a general operator ®'", applied in
tr(Ago, Agn) = tr(Ago, Agy) @ ... Q" tr(Ag,_1, Ag,). This way, " set the trust value
that Agy has on Ag, according to the path between them. If there are m different paths
from Ag to Ag,,, assuming the trust value of the first path as tr(Agy, Ag,)! and the trust
value of the last path as ¢r(Agg, Ag,)™, following [Parsons et al. 2011], we can define
a generic operator ®'" as tr(Ago, Agn) = tr(Ago, Agn)* @ ... & tr(Ago, Ag,)™. For
simplicity, here we assume that: (i) the ®'" operator is defined as the minimal trust value
in the path: tr(Ago, Ag,) = min{tr(Age, Aq1), ..., tr(Ag._1, Ag,)}, and (ii) the &
operator is defined as tr(Ago, Ag,) = mazx{tr(Agy, Agn), ..., tr(Ago, Ag,)™}, where
m is the number of different paths from Ag, to Ag,.

4.1. Trust on beliefs

The objective of using trust into the agent’s reasoning is to decide between conflicting
information/beliefs acquired. In this section, we present how the trust on a belief  can be
calculated, based on the sources of . We assume that the trust value in other agents are
explicitly declared into the agent’s belief base (but dynamically calculated) based on the
previous approach, while trust values of information acquired from the environment will
depend on the application domain, as, for example, multiple sensors can have different
trust values associated to them. To exemplify the ideas introduced in this section, consider
the values in Table 1, representing the trust that an agent Ag; has on different sources:

Table 1. Different sources and its trust values

Source Trust Value

agl 0.3

ag2 0.4

ag3 0.5

ag4 0.8

self 1.0

sound sensor 0.9
movement sensor 0.6

To calculate how much Ag; trusts on an information ¢, it is necessary to know how
much Ag; trusts on the sources of . Following this approach, we introduce the function
trb : p — R, where trb;(¢) returns the trust value that Ag; has on belief ¢, according to
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the trust value that Ag; has on the sources of . The function ¢rb is calculated according to
the agent profile, representing that each agent has its own way to determine how it trusts
on the sources and how much the trust on sources impacts the trust on the information.
Here we describe two agent micro profiles for trust, based on our previous work [Melo
et al. 2016a, Melo et al. 2016c¢], where each profile has its own way to calculate ¢rb:

Definition 2 (Credulous Agent) A credulous agent considers only the most trustworthy
source of information, and does not look for an overall social value.

Here, social value is about the number of different sources telling the same in-
formation. This represents that the credulous agent does not care about this number,
considering only the most trustworthy source. The formula used by a credulous agent to
consider the most trusted source is trb;(p) = mazx{tr(Ag;, s1),..., tr(Ag;, $»)}, where
{s1, ..., Sn} is the set of sources that informed ¢ to Ag;.

As example, following the values presented in Table 1, consider that Ag; is cred-
ulous. If Ag; receives ¢, with S(¢) = {agl,ag2,ag3} as the set of sources for ¢, it
will have trb;(p) = max{0.3,0.4,0.5} = 0.5. Also, considering that Ag; has S(p) =
{ag4, movement sensor}, then the trb; value for @ will be trb;(p) = maxz{0.8,0.6} =
0.8. In this case, a credulous Ag; would decide for @.

Definition 3 (Sceptical Agent) A sceptical agent considers the number of sources from
which it has received the information, and the trust value of each such source, in order to
have some form of social trust value.

A sceptical agent considers the quantity of sources that the information (¢ comes
from, caring about the social value. Therefore, we use a formula that sums the trust values
of sources that information ¢ has been received from by Ag;, determining a social trust

value as follows:
ZSES$ tT’(Ag“ 8)
1S5 +155]
where S;r = {s1,..., 8, } is the set of n different sources of ¢ and S, is the set of sources
for . For example, considering Ag; as sceptical, we have S(¢) = {agl,ag2,ag3}

and S(¢) = {ag4}. It will get trb;(p) = 23424405 — (.3 and irh;(p) = %8 = 0.2.
Therefore, the agent could decide for .

tro;(p) =

Both profiles can be interesting for certain domains. But for the domains that
they do not seem interesting, many other profiles can be developed, according to the
application needs.

Also, we can expand the trust evaluation of some operators, as it is the case
for the &' operator, presented before. It can be redefined to allow an sceptical agent
Ag; to consider the m number of paths between Ag; and a source s;, to calculate
tr(Ag;, s;). For example, consider that with the max operator, we have tr(Ag;,s;) =
0.6, while np(Ag;,s;) = 1, where np is a function that returns the number of dif-
ferent paths from Ag; to s;. This way, we have ¢r(Ag;,s;) = tr(Ag,s;)'. Now,
consider another source si, with tr(Ag;, sy) = 0.6 acquired using the max operator
too. But, now we have np(Ag;,sx) = 4. This way, we have that tr(Ag;, s;) =
max{tr(Ag, si)', ..., tr(Ag, si)*}. Then, itis possible to Ag; to consider s; more trust-
worthy then s, as long as Ag;, consider the number of paths to the source.
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4.2. Trust on Arguments

As described above, the argumentation-based reasoning mechanism presented in [Panis-
son and Bordini 2016] allows agents to solve conflicts between arguments, but some con-
flicts may remain unresolved. In such cases, we can use meta-information in order to
define preferences between conflicting arguments.

Considering the meta-information of trust, we are able to apply the trust on beliefs
into the argumentation context, calculating trust value of an argument, in order to decide
on those conflicting arguments by comparing such trust values. The approach presented
here is applicable to both premises and inference rules as used in [Panisson and Bordini
2016], given that inference rules are represented using special predicates in the format of
AgentSpeak beliefs. The trust value of an argument depends on the trust value of each
element in its support (in our case, premises and inference rules, both stored as beliefs).

Definition 4 (Trust on arguments) Let (S, ¢) be an argument, its trust value is given by
the trust of its support S, as follows: tra((S,c)) = trb(p1) @ ... Q" trb(p,), with
S ={p1, ..., pn} being the support of the argument.

Considering the micro profiles introduced in Section 4.1, the generic operator ®'"
can be defined as: (i) credulous agents use ®' as the maximum trust value, i.e., taking
the highest trust value present in the argument’s support set as the trust value for the argu-
ment as a whole: tra((S, c)) = max{trb(p1), ..., trb(p,)}; and (ii) sceptical agents use
the minimum value for ®'"%, considering the lowest trust value present in the argument’s
support set as the trust value for the argument: tra((S, c)) = min{trb(p1), ..., trb(p,)}.

When agent Ag; has multiple arguments for the same conclusion ¢, for example,
the argument (S, ¢) and (Ss, ¢), the agent can opt for the argument that has the highest
trust value: argument((S,c)) = max{tra((Si,c)),..., tra((S,,c))}. Therefore, when
we have an unresolved conflict between two arguments, we can solve the conflict by
looking at the trust values, as follows.

Definition 5 (Rebutting Defeat using Trust) Ler (S1,c;) and (Ss, ca) be two conflict-
ing arguments, with ¢, = ¢;. We say that (Sy,cy) rebuts (S, co) iff tra((S1,c1)) >
tra((Ss, c2)).

Definition 6 (Undercutting Defeat using Trust) Let (S1,c;) and (Sa,c2) be two con-
flicting arguments, with ¢; = ¢3. We say that (S, c1) undercuts (Ss, c3) iff tra({S1, c1)) >
tT'(L((SQ, C2>) with SQ S Sg.

Although we introduced two simple agent micro profiles above, clearly other pro-
files and instantiations for the generic operators could be used, as suggested in [Parsons
et al. 2011, Tang et al. 2011, Melo et al. 2016¢].

Considering the stock market scenario presented in Figure 2, now agent sh is able
to use the trust meta-information in its reasoning. The trust value of each argument, can
be seen in Figure 4. Remember that, the trust value of the argument is based on the trust
value of its beliefs. And the trust value of a belief is based on the trust values of its sources.
This way, the trust values on the arguments in Figure 4 are directly determined according
to the trust values on the advisers. In practice, in our scenario, these trust values could be
obtained through the accumulation of experiences between sh and the advisers. In other
words, the sh could, for some time, ask suggestions from the advisers, but not invest,
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just evaluate the results it would obtain according to the suggestions, using these results
to determine the trust value of each adviser. Now, using trust, sh could finally make a
decision for the argument with the greatest trust value. However, there is a problem in
this particular case: in Figure 4, it can be seen that Arg2, Arg3 and Arg4 have the same
trust value. It shows that, the use of trust reduce the number of undecided conflicts, but,
in some cases, not eliminate them. For these cases, the agent needs to consider other
meta-information on its reasoning.

Al
adv 1
? .
argh) =07
11:(:92) you should invest inorange ___ -
‘ ﬁz&p-gz)=0.7 adv 2

adv 4

Figure 4. Stock market environment. The agent sh, using argumentation-based reasoning and trust,
reduce the number of conflicting arguments from four to three.

5. Time Approach

In multi-agent systems, there can exist many different environments, each one with its
particular characteristics. Some of these environments are dynamic, i.e., they are con-
stantly changing. The consequence of these constant changes is that, if the agents do not
perceive these changes, they will have outdated beliefs on their belief base. Considering
this dynamic characteristic of an environment, the trust approach may seem not enough.
That is why we can consider the time of an information on the agent’s reasoning, and at
some scenarios, the time information may seem even more important than the trust.

First, it is important to define how an agent can keep the time of an information
into his belief base. In Jason [Bordini et al. 2007], a belief ¢ can be annotated with each
of its sources, and this annotation method can be extended to keep the time when ¢ was
received from each source.

Into a dynamic environment, the search of the most recent information usually is
related to the search of the most accurate one. This is not true for all environments, as
in some of them, the oldest information can be considered the most consolidated. As an
example, consider the first case, where the most recent information usually is the most
accurate ones. Following this, there may be cases when an agent Ag; receives ¢ from s;,
and some time later, Ag; receives ¥ from s;. Considering that the only source of ¢ and
P is s;, using time, Ag; can easily decide for , as it is the most recent information and
trb; () = trb; (@) = tr(Ag,, s;). Following this approach, we can determine a timeline
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of the beliefs received. Consider the discrete time representation in Table 2, representing
when the beliefs ¢ and i were received by Ag;:

Time time 1 | time 2 | time 3 | time 4
Belief © ©
Source | s; s

Table 2. Time when ¢ and & were received

Table 2 presents that at time 1 and 2, Ag; believes in , while at time 3 and 4, it
will believe in .

5.1. Using only Time

Time can have different approaches, just as trust and other meta-information can have
too. Here, we present two approaches: first, we define some functions to consider only
time. For this first approach, it is interesting to make a relation between the times when
an information ¢ was received and the number of sources that informed ¢. The second
approach, in Section 5.2, presents how time can be used with trust. The importance of
showing both approaches is to present, in practice, that one meta-information can be used
through different points of view, depending on the domain.

To consider only time, we define the relevance of a belief ¢ as a value determined
by a relation between the number of sources of ¢ and the time when each source informed
. In other words, we have two formulae, R; and Rel:

Ri(p,t) = (ns(p, t) @™ t) 0" ns(p, t)

where ¢ is some time of the system (e.g., time 1, 2, 3 or 4 at Table 2), ns(p, t) returns
the number of sources that informed ¢ at time ¢, ©"¢ is a generic relation that relates the
number of sources and the time when they informed ¢, and @™ is a relation to consider
the information relating to the sources that informed @ at the same time. @™ is useful
to make the result of R, a value between 0 and 1, considering the number of sources that
informed ¢ and .

Rel(p) = Ri(p,to) @™ ... 0" Ri(p,tn).

where {to,...,t,} is the set of times when ¢ was informed (e.g., time 1 and 3 for ¢ at
Table 2), and ©" is a generic relation that shall be implemented according to the agent
micro profile for time, relating all the R; of ¢.

It is important to emphasise that the implementation of ©"¢, ™™ and ©"* will
determine if the agent prioritises the most recent or the oldest information, depending on
the environments. Following this, we briefly exemplify two micro profiles for agents that
consider time:

Definition 7 (Dynamic Agent) A dynamic agent considers the most recent information
received as the most accurate.

A dynamic agent implements R, (¢, t) as:

ns(p,t) 1
R t) = X
00 = o D+ nseh) < AT
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where AT = “%¢, where now is the actual time of the system (e.g, time 4 in Table 2).
This formula consider the number of sources for ¢, dividing it by the total number of
sources for ¢ and ®. This division is important to keep the value of R; between 0 and 1.
The multiplication in 7, is important to consider the time ¢, where how oldest is ¢, lesser

will be R; value.

Definition 8 (Conservative Agent) A conservative agent consider the oldest information
as the most consolidated, prioritising it.

A conservative agent implements R;((p, t) as:
ns(p,t 1
Ri(p,t) = (2. 1) —— X7
ns(p,t) +ns(@p,t) i
that formula is similar to the R; formula of the dynamic agent, but, instead of At, we use
only ¢, so that the smaller ¢ is, greater R; is.

Both agents profile implement the Rel(y) formula as:

Rel(gp) _ ZteT|§7|f(§07t)

where T' = {t1,...,t,} is the set of times when ¢ was informed and |T'| is the length
of T'. This formula keeps the two properties we were seeking for, that were: (i) how
oldest an information, less relevant it should be considered, and (ii) the more sources an
information has, more relevant it should be considered. Remembering that other micro
profiles can be defined too, according to the domain.

5.2. Using Time with Trust

The second approach we present in this work considers both time and trust, where time
is used to appropriately apply the trust value. This approach is interesting for dynamic
environments where trust is useful, as the stock market example.

To present this approach, we introduce some functions that will be used. The
function that returns the most recent time when a belief © was received by Ag;, from a
source s;, is defined as time; (¢, s;). For example, considering Table 2, the most recent
time when ¢ was received by Ag;, from s;, is acquired using time;(p,s;) = 1. Asa
belief ¢ can be received from different sources, at different times, in Jason we can de-
fine one annotation for each source s; of ¢, with the time when s; informed ¢. For
example, blue (box) [source (agl), source (ag2),time(tl),time (t3)]
means that the agent received blue (box) from Ag, at time t1 and from Ags at time
t 3. If a same source informed ¢ at different times, both times can be annotated.

Considering an agent Ag;, we define a function trs;(¢, s;) that returns the trust
value on ¢ considering only s; as source at time time(yp,s;). Considering S(p) =
{s1,52,...,5,} as the set of sources for ¢, then Ag; can have different ¢rs values
for ¢ associated to each source. Here we define a generic operator ® to relate the
trust on a source s; with the last time when s; informed a belief as trs;(¢,s;) =
tri(Agi, s;) O (now — time(p, s;)), where now is the actual time. Still consider-
ing the set S(y¢), we define another function trt;(y) that relates all the ¢rs; values for
an information ¢, resulting on the trust that the agent Ag; has on ¢, according to the
time and the trust on the sources. So, considering a generic operator &%, we have
trt;(¢) = trs;(p, s1) &7 ... " trs; (@, $p)-
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5.3. Using Time with Trust on Arguments

Besides the use of time and trust on the agent’s decision making, they can also be applied
to the argumentation-based reasoning mechanism presented in Section 2. As arguments
are built using different information, we can combine the ¢rt value of each information,
defined on Section 5.2, to define a trust value for the argument, considering the time
and trust of each premise and inference rules’. Some initial contributions towards this
approach can be found in [Melo et al. 2016a, Melo et al. 2016c].

As an example, consider that Ag; is sceptical relating to trust, but it considers time
to calculate the trust value of an argument. To present a possible formula for Ag;, consider
the following definitions: S} (¢) is the set of sources that informed ¢ at time ¢ and .S (t)
is the set of sources that informed p at time ¢. Then we can define the function trbt(p),
that returns the trust on a belief (, considering only the sources that informed ¢ or ¥ on
an specific time ¢, as:
 Dsest tr(Agis s)

[SE @]+ 155 (1)

trot; (o, t)

The function ¢rbt is pretty similar to ¢rb defined for sceptical agent on Section 4.1.
To consider the time information, prioritizing for the most recent information (the oppo-
site approach could be used too), now we define a function trat;({ P, c)), for an agent Ag;,

as:
ng'nP ZteT (trbti(p,t) x ﬁ)
T| x |P|

where (P, ¢) is an argument for ¢ with the set P of premisses, 7" is the set of times when
¢ was informed, AT = now/t, with now being the current time in the environment, |T'|
the length of 7" and | P| is the length of P. The trat formula preserves both properties
that we are seeking for: (i) the oldest an argument is, less trusted it should be and (ii) the
more reliable the sources are, more trusted the argument should be.

trat;((P,c)) =

Following the stock market example, now consider that the agent sh uses trust and
time on arguments, prioritising the most recent information received. The result can be
seen on Figure 5, where the traty, value for each argument can be seen. This approach
reduced the conflicting arguments, that were three using trust and argumentation, to two.
As it was described, the use of meta-information reduces the number of conflicts, but
does not solve them all. The more meta-information considered, the more cases will be
solved, but there will still exist the cases that may not be solved. For this example, a new
meta-information may be useful, and in the next section, we will consider the expertise of
each source.

6. Expertise Approach

The last meta-information we will present here is expertise. The expertise of a source is an
interesting approach when, in the environment, agents are specialists relating to specific
kinds of information. For example, it is more reasonable to consider the opinion of a
doctor who is expert/specialised on the particular health problem than the opinion of a

general practitioner®.

STt is possible because inference rules are represented using special predicates in the format of AgentSpeak beliefs.
6Some initial ideas about the meta-information on expertise has been introduced in our previous work [Melo et al. 2016¢].
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Figure 5. Stock market environment. The agent sh, using argumentation-based reasoning, trust and
time, reduces the number of conflicting arguments to two.

Our approach to consider the expertise of the source uses reasoning patterns, for
example, the so-called argumentation schemes [Walton et al. 2008]. Regarding to ex-
pertise of the sources, Walton [Walton 1996] introduces the argumentation scheme called
argument from position to know, described below ”:

Major Premise: Source a is in a position to know about things in a certain
subject domain S containing proposition A.

Minor Premise: a asserts that A (in domain S) is true (or false).
Conclusion: A is true (or false).

The associated critical questions (CQs) for this argumentation scheme are:

e CQ1: Is a in a position to know whether A is true (or false)?
e CQ2: Is a an honest (trustworthy, reliable) source?
e CQ3: Did a assert that A is true (or false)?

Therefore, due to the defeasible nature of the reasoning pattern, it can be analysed
in a dialectical way, and its conclusion is evaluated through the critical questions. If
the pattern of reasoning is valid, the trust value of that information can be implemented
considering that it comes from an expert source, and there are no reason to doubt that.

As we are dealing with a value-based framework, it is necessary to attribute some
kind of values for expert sources, including how much critical questions are correctly
answered. These values could depend on the domain, where safety-critical applications
such as the ones related to health could give greater consideration to the expertise of
the source. On the other hand, in some domains the expertise may not be an interesting
approach, for example, relating to weather: the consequences of taking or not the umbrella
are not as strong as in the case of a wrong diagnosis of a serious illness.

The argumentation scheme from position to know considers a few meta-
information relating to the information received: how much the source is trustworthy?

7For simplicity, we use the more general argumentation scheme from position to know instead of the argumentation scheme for
expert opinion, which is a subtype of the argument from position to know [Walton et al. 2008, p. 14]
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Is the source in a position to know such subject? Was that source that provided such
information directly?

Following the stock market scenario, consider sh has the following trust values
on the sources below and now, there is another source, exy, that is an expert about food
market, more specifically about oranges and soybean markets, represented by gi:

Source/Belief | Trust Value
aduvs 0.8
advy 0.8
er, 0.9
expert(exy, gi) 1.0

Table 3. Values of Trust and Beliefs.

Considering the values on Table 3, we will present two different ap-
proaches: first, considering that adv, tells sh that exr; told him the argument
greatest _investment(orange) that orange market is a good investment, the agent
sh can increase the trust on the argument when it asks directly to ex; about
greatest _investment(orange); second, sh can ask an expert about his opinion about the
investments. Following both approaches, we define two agent micro profiles:

Definition 9 (Suspicious Agent) A suspicious agent considers only the trust value for
the source who provided the information to it, and ignores the trust on the original source
who provided the information to that agent who informed the suspicious agent.

Consider that adv, informed sh that ez, told him that the investment in soybean
is a good investment. So, sh will define the trust level on greatest_investment(soybean)
according to the trust level on adv,. But, considering that sh asks directly ex; about
greatest _investment(soybean), it can increase the trust level of this argument, because
exy is the original source for this argument, and the trust on ex; is bigger than the trust on
advy. As observed, for a suspicious agent, even when receiving the information directly
from the source, it aggregates the trust it has over the source, and not over the expertise
of the source. To consider the expertise rather than the trust over the source can be very
useful in some application domains, mainly due to the fact that trust values can be learned
from experience, while the expertise of that particular source could be acquired from a
reliable newspaper, web-page, and so on.

Definition 10 (Expertise-recogniser Agent) An expertise-recogniser agent considers
the trust value of the information based on how much the source is an expert in that
subject.

Considering our scenario, if sh is an expertise-recogniser agent, the trust value
for great_investment(soybean), received from ex;, becomes 1.0. Therefore, considering
now that sh is an expertise-recogniser agent, it finally can decide to invest in the soybean
stock market instead of the orange stock market. The result is represented in Figure 6.

7. Agents Profiles

As it was presented on Section 3, an agent can have different profiles for different meta-
information, called here micro profiles. In this section, we will briefly present how an
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Figure 6. Stock market environment. The agent sh, using expertise, after considering the other meta-
information presented above, can finally decide to invest in soybean.

agent can have a macro profile, that is a profile that combines different meta-information
on its reasoning. The macro profiles, as the micro profiles, can be defined according to
the domain.

There are two approaches to combine meta-information. The first approach is to
create an ordered list of the meta-information implemented. This way, when the n®" meta-
information on the list cannot decide the conflict, the n** + 1 meta-information will try
to decide it. If neither meta-information on the list can decide it, the conflict remains
undecidable.

The second approach is to combine different meta-information and consider all
of them at the same time when needs to make a decision, occurring that one meta-
information will directly impact on the other. For example, when an agent Ag; wants
to define the trust value on a belief ¢, it may consider the time when ¢ was informed.

Now we will present an example of macro profile, that combines trust and time to
define the trust value ¢rb of an argument. At Section 4.1, we define two micro profiles to
consider trust. Now we will change the sceptical profile, combining it with the time micro
profile, dynamic agent, to consider trust and time on its formula. This way, we define the
Sceptical Dynamic Agent:

Definition 11 (Sceptical Dynamic Agent) A sceptical dynamic agent considers the num-
ber of sources, the trust value of each source and the time when each source informed the
belief, prioritizing the most recent time, to determine the trust value of the belief.

A sceptical dynamic agent implements ¢rb as follows:

ZSGS?; tr<Ag’ias> y 1
\S;H + ]S;| AT

trb;(p) =

where AT = "%, as now being the actual time of the system. This formula consider the

number of sources for ¢, their trust values and the time when each source informed .
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Other macro profiles can be defined. For example, combining trust and exper-
tise, or trust, time and expertise. There are many possibilities, even combining meta-
information not defined here. The macro profile definition will depend on the domain
requests.

8. Related Work

In [Tang et al. 2011], the authors combine argumentation and trust, taking into account
that trust on information are used in argument inferences. That work is based on work
presented in [Parsons et al. 2011], which proposes a formal model for combining trust
and argumentation, aiming to find relationships between these areas. Our work differs
from [Parsons et al. 2011, Tang et al. 2011], given that we introduce an approach for
computing trust values for beliefs that differs from [Parsons et al. 2011, Tang et al. 2011],
where trust on a piece of information is assumed to be more directly available. Also,
different from those approaches, we allow to combine different sources for the same in-
formation (which is often the case in Jason agents) into a single trust value for that in-
formation. Further, we define agent profiles to facilitate the development of agents that
require different perspectives on the trust values of multiple sources; this is not considered
in [Parsons et al. 2011, Tang et al. 2011] either.

In [Amgoud and Ben-Naim 2015], the authors propose a new family of
argumentation-based logics (built on top of Tarskian logic) for handling inconsistency.
In [Amgoud and Ben-Naim 2015], it is defined an approach in which the arguments are
evaluated using a “ranking semantics”, which orders the arguments from the most accept-
able to the least acceptable ones. The authors argue that, with a total order of arguments,
the conclusions that are drawn are ranked with regards to plausibility. Although [Am-
goud and Ben-Naim 2015] does not use meta-information, the proposed approach pro-
vides ordered arguments thus avoiding unresolved conflicts. Our approach follows the
same principles, but providing different meta-information that can be used to evaluate the
arguments.

In [Parsons et al. 2012a], the authors identify ten different patterns of argumen-
tation, called schemes, through which an individual/agent can acquire trust on another.
Using a set of critical questions, the authors show a way to capture the defeasibility in-
herent in argumentation schemes, and they are able to assess whether an argument is
acceptable or fallacious. Our approach differs from [Parsons et al. 2012a] in that we
are not interested in agents arguing about the trust (or any other meta-information) they
have on each other. We are interested in using such meta-information (possibly com-
bined) with an argumentation-based reasoning mechanism in order to resolve undecided
conflicts between arguments.

In [Adridn Biga 2014], the authors present the G-Jason, an extension of Jason
which allows the creation of more flexible agents to reason about uncertainty. The authors
use an representation of belief degrees and grades using the annotation feature provided by
Jason. Thus, the authors define the annotation degofcert (x), Where X is a value between
0 and 1, as a value associated with certainty of a belief and p1anrelevance (LabelDegree)
as a value associated with plans, where the r.abe1pegree value is based on its context and
its triggering event’s degofcert level. Our approach differs from [Adrian Biga 2014] in
that we use different meta-information in order to infer a level of certainty on beliefs, and
in our case from belief certainty we calculate the certainty of arguments as well.
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In [da Costa Pereira et al. 2011], the authors present an approach for agents not to
miss information that is currently incorrect about the environment. That work proposes
a framework for changing the agent’s mind without completely erasing previous infor-
mation. The authors use possibility theory to represent uncertainty about information,
using a fuzzy labelling function that sets a trust degree n to sources and arguments, where
n € [0, 1]. Our approach differs from [da Costa Pereira et al. 2011] in some aspects. First,
the authors in [da Costa Pereira et al. 2011] define two agent profiles: optmistic and pes-
simistic. Consider an argument A and S(A) = {a, ..., a, } as the set of sources of A. An
optimistic agent will set the trust of A according to the most reliable source a; € S(A) and
a pessimistic agent will set the trust of A according the least reliable source a; € S(A).
Our approach considers that the trust of an argument is defined according to the trust of
its beliefs, and the trust of a belief is defined according to the trust of its sources. Our
approach allows for a social perspective, as a sceptical agent will consider the number of
sources of each belief to set its trust value. In [da Costa Pereira et al. 2011], it is stated that
if an agent believes in ¢, it could not believe in . Our approach differs in this aspect too,
as we allow an agent to believe in ¢ and . Another interesting difference is that we ex-
tend the work [Panisson et al. 2014], which use defeasible logic, while [da Costa Pereira
et al. 2011] uses a fuzzy approach and possibility theory. Furthermore, besides trust, we
consider other meta-information in our work.

There is previous work considering fime in multi-agent systems, for exam-
ple [Braubach et al. 2006, Moreau 2005, Li and Zhang 2010]. However, most of them
focuses on synchronisation between information received by the agents. For exam-
ple, [Braubach et al. 2006] provides a middleware service component for time manage-
ment, useful for distributed multi-agent systems, while [Moreau 2005] studies a model
of network of agents interacting via time-dependent communication links, using graph
theory and system-theoretic tools to analyse the convergence of individual agents’ state
to a common value according to the information received by others agents. In our work,
we focus on time being used as a meta-information for the agent to decide between con-
flicting beliefs. For our approach, all the multi-agent system needs is to record the current
time when an information is received by an agent. To the best of our knowledge, there is
no work considering the meta-information of time in argumentation frameworks.

Regarding expertise in multi-agent system, normally such meta-information
is related to the role agents play in the multi-agent organisation, for example, the
MOISE [Hubner et al. 2007] and Electronic Institutions [Esteva et al. 2001] organisa-
tional models. In such models, when an agent plays the role of a doctor, for example, the
agent has to be an expert in medicine (it is assumed that the agent has the right capabilities
to achieve the goals expected of the agents playing that role). Such meta-information can
be easily extracted from such organisation models. Other approaches for considering the
expertise of the sources of information in multi-agent systems are normally modelled us-
ing reasoning patterns similar to the one described in Section 6. For example, in [Toniolo
et al. 2013], the authors describe an approach in which the sources’ expertise is funda-
mental in the process of intelligent analysis (forming hypotheses and testing those against
evidence). While most of that work focuses on the use of expertise to create arguments
to support a particular decision/conclusion, here we use expertise as a meta-information
to define preferences between arguments from different sources with different degrees of
expertise.
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9. Final Remarks

In this work, we describe our recent research regarding meta-information in multi-agent
systems. In particular, this work extends our previous work [Melo et al. 2016b, Melo
et al. 2016a, Melo et al. 2016¢]. While in our previous work we have described how
the meta-information of trust could be explored in order to help agents to decide between
conflicting beliefs and arguments, in this work we extend this first idea, using different
meta-information (e.g., time and expertise) in order to define micro profiles. Also, we de-
scribed how different micro profiles (defining how agents consider each type of meta in-
formation) can be combined to define macro profiles, describing on their turn how agents
will consider the combination of different meta-information available to them. As a re-
sult of our investigation, we have developed a modular framework for meta-information
in multi-agent systems, as well as we have extended the argumentation-based reasoning
mechanism presented in [Panisson and Bordini 2016, Panisson et al. 2014], considering
meta-information when the reasoning mechanism cannot resolve conflicts between argu-
ments. Thus, agents are able to make a decision (regarding argumentation or not) when
they could not have a clear one.

In our approach, when we define preferences between conflicting arguments, we
are combining the symbolical representation from classical argumentation and approaches
for value-based argumentation (i.e., approaches that define preferences between argu-
ments). Such approach is very powerful, given that agents are able to make decisions they
could not make without such preferences. In particular, our approach derives such values
from meta-information that are easily available in multi-agent systems, which demon-
strate the applicability of our approach.

Further, we have illustrated our approach using a stock market scenario, show-
ing that the approach allows agents to consider different meta-information available in
the multi-agent systems in order to make a decision about different opinions regarding
different investment options.

References

Adrian Biga, A. C. (2014). G-jason: An extension of jason to engineer agents capable
to reason under uncertainty. In Proceedings of 14th Intelligent Agent and Systems
Workshop.

Amgoud, L. and Ben-Naim, J. (2015). Argumentation-based ranking logics. In Pro-
ceedings of the 2015 International Conference on Autonomous Agents and Multiagent
Systems, pages 1511-1519. International Foundation for Autonomous Agents and Mul-
tiagent Systems.

Berariu, T. (2014). An argumentation framework for bdi agents. In Zavoral, F., Jung, J. J.,
and Badica, C., editors, Intelligent Distributed Computing VII, volume 511 of Studies
in Computational Intelligence, pages 343—354. Springer International Publishing.

Bordini, R. H., Hiibner, J. F., and Wooldridge, M. (2007). Programming Multi-Agent
Systems in AgentSpeak using Jason (Wiley Series in Agent Technology), volume 8.
John Wiley & Sons.

MELO, V. S.; PANISSON, A. R; BORDINI, R H.
Met a- I nfornati on and Argunmentation in Milti-Agent Systens
iSys | Revista Brasileira de Sistemas de Informagédo, Ri o de Janeiro, vol. 10, No. 3, pp. 74-97, 2017



Braubach, L., Pokahr, A., Lamersdorf, W., Krempels, K.-H., and Woelk, P.-O. (2006). A
generic time management service for distributed multi-agent systems. Applied Artifi-
cial Intelligence, 20(2-4):229-249.

da Costa Pereira, C., Tettamanzi, A. G., and Villata, S. (2011). Changing one’s mind:
Erase or rewind? possibilistic belief revision with fuzzy argumentation based on trust.
In Proceedings of the Twenty-Second International Joint Conference on Artificial In-
telligence, volume 1, pages 164—171.

Demolombe, R. (2011). Transitivity and propagation of trust in information sources: An
analysis in modal logic. In International Workshop on Computational Logic in Multi-
Agent Systems, pages 13-28. Springer.

Dung, P. M. (1995). On the acceptability of arguments and its fundamental role in non-
monotonic reasoning, logic programming and n-person games. Artificial Intelligence,
77:321-357.

Esteva, M., Rodriguez-Aguilar, J. A., Sierra, C., Garcia, P., and Arcos, J. L. (2001). On
the formal specifications of electronic institutions. AgentLink, 1991:126—147.

Falcone, R. and Castelfranchi, C. (2010). Trust and transitivity: a complex deceptive
relationship. In Proceedings of the 12th AAMAS workshop on trust in agent societies
(Trust), pages 43-54.

Governatori, G., Maher, M. J., Antoniou, G., and Billington, D. (2004). Argumentation
semantics for defeasible logic. J. Log. Comput., 14(5):675-702.

Hubner, J. F., Sichman, J. S., and Boissier, O. (2007). Developing organised multiagent
systems using the moise+ model: programming issues at the system and agent levels.
International Journal of Agent-Oriented Software Engineering, 1(3-4):370-395.

Li, T. and Zhang, J. F. (2010). Consensus conditions of multi-agent systems with time-
varying topologies and stochastic communication noises. /IEEE Transactions on Auto-
matic Control, 55(9):2043-2057.

Lu, G., Lu, J., Yao, S., and Yip, Y. J. (2009). A review on computational trust models for
multi-agent systems. The open information science journal, 2:18-25.

Melo, V. S., Panisson, A. R., and Bordini, R. H. (2016a). Argumentation-based reasoning
using preferences over sources of information. In Proceedings of the 2016 Interna-
tional Conference on Autonomous Agents and Multiagent Systems, AAMAS 16, pages
1337-1338, Richland, SC. International Foundation for Autonomous Agents and Mul-
tiagent Systems.

Melo, V. S., Panisson, A. R., and Bordini, R. H. (2016b). Metainformag¢des como critérios
de decisdo entre informacdes conflitantes em sistemas multiagentes. In XIII Encontro
Nacional de Inteligéncia Artificial e Computacional, pages 541-552.

Melo, V. S., Panisson, A. R., and Bordini, R. H. (2016c¢). Trust on beliefs: Source, time
and expertise. In eighteenth International Workshop on Trust in Agent societies.

Melo, V. S., Panisson, A. R., and Bordini, R. H. (2017). Mirs: A modular approach
for using meta-information in agent-oriented programming languages. In nineteenth
International Workshop on Trust in Agent societies.

MELO, V. S.; PANISSON, A. R; BORDINI, R H.
Met a- I nfornati on and Argumentation in Milti-Agent Systens
iSys | Revista Brasileira de Sistemas de Informagdo, Ri o de Janeiro, vol. 10, No. 3, pp. 74-97, 2017



Moreau, L. (2005). Stability of multiagent systems with time-dependent communication
links. IEEE Transactions on automatic control, 50(2):169-182.

Nute, D. (1993). Defeasible Prolog. Research report (University of Georgia. Artificial
Intelligence Programs). Artificial Intelligence Programs, University of Georgia.

Nute, D. (1994). Handbook of logic in artificial intelligence and logic programming.
In Gabbay, D. M., Hogger, C. J., and Robinson, J. A., editors, Handbook of logic in
artificial intelligence and logic programming, chapter Defeasible logic, pages 353—
395. Oxford University Press, Inc., New York, NY, USA.

Panisson, A. R. and Bordini, R. H. (2016). Knowledge representation for argumentation
in agent-oriented programming languages. In 2016 Brazilian Conference on Intelligent
Systems, BRACIS 2015.

Panisson, A. R., Freitas, A., Schmidt, D., Hilgert, L., Meneguzzi, F., Vieira, R., and Bor-
dini, R. H. (2015). Arguing About Task Reallocation Using Ontological Information in
Multi-Agent Systems. In 12th International Workshop on Argumentation in Multiagent
Systems.

Panisson, A. R., Melo, V. S., and Bordini, R. H. (2016). Using preferences over sources
of information in argumentation-based reasoning. In 2016 5th Brazilian Conference on
Intelligent Systems (BRACIS), pages 31-36.

Panisson, A. R., Meneguzzi, F., Vieira, R., and Bordini, R. H. (2014). An Approach for
Argumentation-based Reasoning Using Defeasible Logic in Multi-Agent Programming
Languages. In 11th International Workshop on Argumentation in Multiagent Systems.

Parsons, S., Atkinson, K., Haigh, K., Levitt, K., Rowe, P. M. J., Singh, M. P., and Sklar,
E. (2012a). Argument schemes for reasoning about trust. Computational Models of
Argument: Proceedings of COMMA 2012, 245:430.

Parsons, S. and McBurney, P. (2003). Argumentation-based dialogues for agent co-
ordination. Group Decision and Negotiation, 12(5):415-439.

Parsons, S., Sklar, E., and McBurney, P. (2012b). Using argumentation to reason with and
about trust. In Argumentation in multi-agent systems, pages 194-212. Springer.

Parsons, S., Tang, Y., Sklar, E., McBurney, P., and Cai, K. (2011). Argumentation-based
reasoning in agents with varying degrees of trust. In The 10th International Confer-
ence on Autonomous Agents and Multiagent Systems-Volume 2, pages 879-886. Inter-
national Foundation for Autonomous Agents and Multiagent Systems.

Parsons, S., Wooldridge, M., and Amgoud, L. (2002). An analysis of formal inter-agent
dialogues. In Ist International Conference on Autonomous Agents and Multi-Agent
Systems, pages 394-401. ACM Press.

Pinyol, I. and Sabater-Mir, J. (2013). Computational trust and reputation models for open
multi-agent systems: a review. Artificial Intelligence Review, 40(1):1-25.

Schmidt, D., Panisson, A. R., Freitas, A., Bordini, R. H., Meneguzzi, F., and Vieira,
R. (2016). An ontology-based mobile application for task managing in collaborative
groups. In Florida Artificial Intelligence Research Society Conference, pages 522-526.

Tang, Y., Cai, K., McBurney, P., Sklar, E., and Parsons, S. (2011). Using argumentation
to reason about trust and belief. Journal of Logic and Computation, page 38.

MELO, V. S.; PANISSON, A. R; BORDINI, R H.
Met a- I nfornati on and Argunmentation in Milti-Agent Systens
iSys | Revista Brasileira de Sistemas de Informag¢édo, Ri o de Janeiro, vol. 10, No. 3, pp. 74-97, 2017



Toniolo, A., Cerutti, F., Oren, N., and Norman, T. J. (2013). Argument schemes and
provenance to support collaborative intelligence analysis. In Proceedings of the Third
International Conference on Advanced Collaborative Networks, Systems and Applica-
tions, pages 51-54.

Walton, D. (1996). Argumentation schemes for presumptive reasoning. Routledge.

Walton, D., Reed, C., and Macagno, F. (2008). Argumentation Schemes. Cambridge
University Press.

Wooldridge, M. (2009). An introduction to multiagent systems. John Wiley & Sons.

MELO, V. S.; PANISSON, A. R; BORDINI, R H.
Met a- I nfornati on and Argunmentation in Milti-Agent Systens
iSys | Revista Brasileira de Sistemas de Informagédo, Ri o de Janeiro, vol. 10, No. 3, pp. 74-97, 2017



